
„Ekonomista” 2013, nr 2
http://www.ekonomista.info.pl

Ismet G Ö Ç E R, Mehmet M E R C A N, Osman P E K E R: The Effects of Exchange Rate Changes on The External Trade Balance

ISMET GÖÇER* 
MEHMET MERCAN** 

OSMAN PEKER***

The Effects of Exchange Rate Changes  
on The External Trade Balance

Introduction

The transition process to the market economy and globalization which has begun in 1980’s 
and has accelerated in 1990’s have made the economies more dependent to each other 
and more sensitive to the external events. The relationships between the foreign exchange 
policies and the external trade performance of countries have become a common subject 
of research (Hook, Boon, 2000). The knowledge about the effects of the changes in foreign 
exchange rates on external trade performance is very important to determine the foreign 
exchange policies for the developing countries (Taylor, Sarno, 1998).

In the fixed exchange rate systems, the decision of the government to increase the 
foreign exchange rate, in a country whose balance of payment runs into a deficit, is called 
devaluation, but revaluation appears when it is decreased (Narayan, 2000). When the 
foreign exchange rate is raised, relative prices of trade goods will change and this will 
cause some changes in supply and demand volumes. The increase in foreign exchange rate 
will cause an increase in the prices of imported goods in national currency and this will 
make the domestic demand turn to the local sources by limiting the demands for imported 
goods (Spitaller, 1980). The increase in foreign exchange rate will also decrease the price 
of exported good in foreign currency, so the external demand for the exported goods will 
increase (Lal, Lowinger, 2002).

The degree to which the rise in foreign exchange rates will decrease the import and 
increase the export depends on supply and demand elasticity of the exported and imported 
goods (Miles, 1979). In the Marshall-Lerner condition, the sum of demand elasticity of exports 
and imports in absolute value must be greater than one (|nm + nx| > 1) for devaluation 
having a positive impact on external trade performance (Thirwall, Gibson, 1986).
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The raises in foreign exchange rate take much time to decrease  the imports and increase 
the exports. While export revenues may be reduced, import expenses remain the same in 
the short run. Therefore, the balance of trade will be negatively affected by the devaluation 
in the short run. This is because price effect is higher than the volume effect in the first 
term (Singh, 2004). However, country will get the price advantage in exports in the long 
run and it will increase its export (Narayan, 2004; Peker, 2008). The relationship between 
devaluation and the balance of trade can be seen in Figure 1.
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In Figure 1, in point t0 suppose that foreign exchange rate is increased while there is 
a trade deficit as much as BOT0. This increase causes the balance of trade to deteoriate as 
much as BOT0–BOT1. After time t1, the Marshall-Lerner condition becomes valid as a result 
of the orientation of the buyers to the new relative price and net exports will increase as 
a result of devaluation (Bahmani-Oskooe, Kutan, 2009). As Figure 1 looks like the J letter, 
this curve is called “J-curve”. In the econometric analysis, the short run analysis covers the 
t0–t1 period and the long run analysis covers the period after t1. In order to say that J-curve 
effect works, the relationship between the foreign exchange rate and the balance of trade 
must be negative in the short run and positive in the long run (Singh, 2004; Peker, 2008).

We have divided the paper into four sections. In the second part following the 
introduction, an abstract of literature will be given, in the third part empirical analysis will 
be presented and the study will be completed with conclusions and suggestions at the end.

2. Literature review

Several studies have been worked out analyzing the relationship between the foreign 
exchange rate and the balance of trade, and different results have been obtained depending 
on countries and periods. Abstracts of some of these studies are given below in chronological 
order.

Arize (1994) has analyzed the relationship between the real foreign exchange rate and 
the balance of trade with 1973–1991 data for Korea, India, Indonesia, Malaysia, Pakistan, 
Philipins, Singapore, Sri Lanka and Thailand. He has shown that devaluation had positive 
effects on the balance of trade in all countries except India and Sri Lanka.

Bahmani-Oskooe and Niroomand (1998) analyzed whether the elasticities condition 
works or not using 1960–1992 period data and they have found that elasticities condition 
worked in many countries.

Baharumshah (2001) analyzed the effects of macroeconomic factors on the trade 
balance of the USA, Japan, Thailand and Malaysia with VAR model using 1980–1996 data 
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and found that foreign exchange rate was an important variable affecting the balance of 
trade in the long run.

Narayan (2004) has analyzed the relationship between the foreign exchange rate and the 
balance of trade with cointegration method using 1970–2000 data of New Zealand. He has not 
obtained any proof about the cointegration relationship between the foreign exchange rate and 
the balance of trade of New Zealand, but he has confirmed that J-curve phenomenon is valid. 

Gianella and Chanteloup (2006) have analyzed the effects of the increases in foreign 
exchange rate on imports and non-oil exports with 1995–2004 data in Russia. They have seen 
that price elaticities are 0.6 in imports and 0.7 in exports and Marshall-Lerner condition 
works obviously. They have identified that increases in foreign exchange rate greater than 
10% provide 1% improvement in balance of trade and the positive effects of the increase 
in the foreign exchange rate begin to be observed after three months.

Bahmani-Oskooee and Kutan (2009) have analyzed the validity of J-curve phenomenon 
in Bulgaria, Croatia, Cyprus, Czech Republic, Hungary, Poland, Romania, Russia, Slovakia, 
Turkey and Ukraine with the bounds testing methods and found that this phenomenon was 
valid in Bulgaria, Croatia and Russia.

Peker (2008) analyzed the relationship between the foreign exchange rate and the 
balance of trade for Turkey by using 1992–2006 data and he has reached the evidence that 
Marshall-Lerner condition does not work.

Jamilov (2011) has analyzed the validity of J-curve for Azerbaijan economy; by 
identifying how the balance of trade is affected during twelve months following the increase 
in the foreign exchange, he has proved that J-curve phenomenon is valid. However, Wen 
(2011) has shown that Marshall-Lerner condition does not work in China economy.

Wen (2011) has shown that Marshall-Lerner condition does not work in China economy. 
However Hsiao et al. (2012), on the other hand, have shown that Marshall-Lerner condition 
works in Chinese trade with Japan and J-curve phenomenon is also valid in its trade with 
EU countries.

3. The analysis

3.1. Data set

In this study, the balance of trade (BOT) of goods and services and exchange rate (EXR) 
annual data of the 1980–2011 period were analyzed for Bulgaria, Hungary, Poland and 
Romania, which are countries in transition to market economy, and Turkey. The balance 
of the trade of goods and services was expressed by dividing the exports to the imports. The 
data have been obtained from the World Bank and IMF web sites. The program Gauss 9.0 
and the codes were generated for this program has been used for the analysis.

3.2. Method

Firstly, the dependence between the cross-sections in the panel (countries) has been 
analyzed with adjusted cross-sectional dependence Lagrange multiplier (CDLM1adj) test 
Pesaran et al. (2008). Stationarity of the series has been tested with PANKPSS (Panel 
Kwiatkowski-Phillips-Schmidt-Shin), developed by Carrion -i-Silvestre et al. (2005) one 
of the second-generation unit root tests, considering the cross-sectional dependence, and 
the multiple structural breaks in series. The homogeneity of cointegration coefficients 
has been analyzed with the slope homogeneity test developed by Peseran and Yamagata 
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(2008). The existence of the cointegration relationship between the series has been 
analyzed by panel cointegration with multiple structural breaks, the method developed 
by Basher and Westerlund (2009), considering the cross-sectional dependence and the 
structural breaks in the cointegration equation. The long-run individual cointegration 
coefficients have been estimated by Common Correlated Effects (CCE) method, developed 
by Pesaran (2006) considering the cross-sectional dependency, and the long run panel’s 
cointegration coefficients have been estimated by the Common Correlated Effects Mean 
Group (CCEMG) method, which was developed again by Peseran (2006); this method also 
considers the cross-sectional dependence.

3.3. Testing the Cross-Sectional Dependence

Considering cross-sectional dependence between the series or not is highly affects the 
results to be obtained (Breusch and Pagan, 1980; Pesaran, 2004). Therefore, before 
beginning the analysis, the existence of cross-sectional dependence in the series and the 
cointegration equation should be tested. This should be take into consideration when 
selecting the unit root and cointegration test methods. Otherwise, the analysis may give 
biased and inconsistent results.

The existence of cross-sectional dependence between the series is controlled by Berusch-
Pagan (1980) CDLM1 test when the time dimension is greater than the cross-sectional 
dimension (T > N); by Pesaran (2004) CDLM2 test when the time and cross-sectional 
dimension together large, and by Pesaran (2004) CDLM test when the time dimension is 
smaller than the cross-sectional dimension (T < N). Since there are 5 countries (N = 5) 
and 32 years (T = 32) in this study, Breusch-Pagan (1980) CDLM1 test has been used. This 
test is biased when the avarage group is zero, but the avarage individual is different from 
zero. Pesaran et al. (2008) adjusted this deviation by adding the variance and the avarage 
to the test statistics, so it is called adjusted CDLM1 (CDLM1adj) test. The original form of 
CDLM1 test statistic is the following:
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Here n̂Tij represents the average, yTij represents the variance. The test statistic to be 
obtained here shows a standard normal distribution as asymptotic (Pesaran et al., 2008). 
The hypotheses of the test are:
 H0: No cross-sectional dependence;
 H1: Cross-sectional dependence.

When the probability value obtained from test is smaller than 0.05, H0 hypothesis is 
rejected at the 5% significance level and it is determined that there is a cross-sectional 
dependence between the units forming the panel (Pesaran et al., 2008).

The existence of the cross-sectional dependence in the series and cointegration equation 
has been tested severally with CDLM1adj method. The results are shown in Table 1.

According to the results given in Table 1, since the probability values are smaller than 
0.05, H0 hypothesis has been strongly rejected. It has been determined that there are cross-
-sectional dependency in series and cointegration equation. Since there is a cross-sectional 
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dependence among the countries in the panel, a trade or foreign exchange rate shock 
coming from one of the countries affects the others. For that reason, individual countries 
should consider the policies of the other countries and the shocks affecting the balance of 
trade of these countries while applying their own trade and exchange rate policies. Also, 
cross-sectional dependence should be taken into consideration while selecting the next 
methods in the analysis.

Table  1
CDLM1adj test results

Test statistics Probability value

BOT 3.738 0.000

EXR 52.283 0.000

Cointegration equation 3.508 0.000

3.4. Panel unit root test

The panel unit root tests considering the information about both the time and the cross-
sectional dimension of the data are found to be statistically stronger than the time series 
unit root tests considering the information only about the time dimension (Im, Pesaran 
and Shin, 1997; Maddala and Wu, 1999; Taylor and Sarno, 1998; Levin, Lin and Chu, 2002; 
Hadri, 2000; Pesaran, 2006; Beyaert, Camacho, 2008).

The first problem in the panel unit root test is whether the cross-sectional units forming 
the panel are independent or not from each other. Panel unit root tests here are divided into 
two as first and second generation tests. First generation tests are also divided into two as 
homogeneous and heterogeneous models. While the studies of Levin, Lin and Chu (2002), 
Breitung (2005) and Hadri (2000) are based on the homogeneous model hypothesis, other 
studies, eg. those by Im, Pesaran, Shin (2003), Maddala and Wu (1999), or Choi (2001) are 
based on the heterogeneous model assumption.

First generation unit root tests are based on the assumption that the cross-sectional 
units forming the panel are independent and all the units are equally affected by the shock 
to one of the units in the panel. However, it is more realistic to assume that units are 
differently affected by the shock to one of the units in the panel if it is thought that national 
economies are related with each other today. In order to overcome this deficiency, second 
generation unit root tests considering the cross-sectional dependence between the units 
have been developed. Main second generation unit root tests are: Taylor and Sarno’s (1998) 
multivariate augmented Dickey Fuller (MADF), Breuer, Mcnown and Wallace’s (2002) 
the seemingly unrelated regression augmented Dickey Fuller (CADF). These tests don’t 
consider the structural breaks. When presence of the structural breaks in series, these 
methods give biased results (Charemza, Deadman, 1997).

In this study, since a cross-sectional dependence between the countries in the panel 
has been identified, stationarity of the series has been analyzed with one of the second 
generation unit root test proposed by Carrion-i-Silvestre et al. (2005) which considers 
the cross-sectional dependence and multiple structural breaks in the series. It also allows 
presence of structural breaks in each cross-section unit in the panel. The model of the test 
is like this:

 Yi,t = ai,t + bi,tt + ei,t    (i = 1, 2, …, N, t = 1, 2, …, T). (3)
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In this equation TB expresses the structural break date and it allows n1 structural 
breaks in the constant term and m1 structural breaks in the trend. The test developed by 
Carrion-i-Silvestre et al. (2005) is arranged as to allow maximum 5 structural breaks. This 
test determines that the structural break dates are the minimizing points of the sum of 
squares of residuals (SSR). Bai and Perron (1998) have offered two different processes: 
the first one is based on the changed Schwarz information criterion (LWZ) developed by 
Liu, Wu and Zidek (1997) and the second one is based on the calculation of the F statistics 
consecutively in order to determine the structural break number. While determining the 
structural break number, Carrion-i-Silvestre et al. (2005) use the first process for the model 
with trend and the second process for the model with no trend. The hypotheses of the test 
are like below:

 H0: stationary;
 H1: no-stationary.

The calculated test statistics are compared with the estimated critical values by bootstrap. 
When the calculated test statistic is greater than its critical value, H0 is rejected and it is decided 
that the series are non-stationary. Test statistics and critical values for individual countries and 
panel’s overall have been calculated and the results were presented in Table 2.

Table  2
Panel unit root test results

BOT DBOT EXR DEXR

Test  
stat.

Critical 
value 

Break  
date

Test  
stat.

Critical 
value 

Test  
stat.

Critical 
value

Break  
date

Test  
stat.

Critical 
value 

Bulgaria 0.178 0.022 1990;1993; 
1997;2007

0.092* 0.220 0.260 0.098 1993;1996; 
1999;2002;2008

0.051* 0.335

Hungary 0.045* 0.084 1992;1995 0.047* 0.101 0.857 0.151 1989;1994; 
2000;2004;2008

0.051* 0.234

Poland 0.037* 0.042 1990;2000 0.126* 0.240 0.086* 0.568 1989;2000; 2008 0.066* 0.254

Romania 0.039* 0.049 1989 0.071* 0.131 0.067* 0.457 1994;1998; 
2002;2008

0.114* 0.314

Turkey 0.090 0.051 1982;1988; 
1993;2000;2008

0.107* 0.250 0.091* 0.402 1986;2000; 
2003;2008

0.127* 0.310

Panel 4.392 4.224 7.192* 7.393 66.541 64.910 6.715* 26.348

Note: Critical values are for 10.000 samples with bootstrap; * shows 10% significance level. The model allowing the 
structural breaks in constant and trend has been chosen as a test model.
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According to the results in Table 2, for the panel’s overall, we can see that series are non-
-stationary in levels and they become stationary when their first difference is taken; in other 
words, they are I(1). In this case, it has been decided that the presence of cointegration 
relationship between these series can be tested. The test method has successfully determined 
the structural breaks.

3.5. The slope homogeneity test

It is a test for identifying whether the slope coefficients are homogeneous or not in the 
cointegration equation. The first studies on the subject have started with Swamy (1970). 
Pesaran and Yamagata (2008) have improved the Swamy test. A cointegration equation is 
like this:

 Yit = a + biXit + eit. (4)

This test controls whether bi slope coeffients are different or not among the cross-
sections. The hypotheses of the test are:

 H0: bi = b slope coefficients are homogeneous.
 H1: bi ! b slope coefficients are not homogeneous.

The required test statistics are obtained by estimating the equation (4) with panel 
ordinary least squares (POLS) and then with weighted fixed effect model. Pesaran and 
Yamagata (2008) employed two different test statistics to test the hypotheses:
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Here N indicates the number of cross-sections, S indicates Swamy test statistics, 
k indicates the number of explanatory variables, and v(T, k) indicates the standard error. 
Homogeneity test results are given in Table 3.

Table  3
Slope homogeneity test

Test statistics Probability value

N
k

N kS
2 k

1
2+ |D =

--
u

u
f p 1.072 0.142

N
k

N kS
2 k

1
2+ |D =

--
u

u
f padj 1.124 0.130

Since the probability values of the tests in Table 3 are greater than 0.05, H0 is accepted. 
It has been found that the slope coefficients are homogeneous in cointegration equation. 
So the cointegration comments for the panel’s overall are valid and reliable, like in Pesaran 
and Yamagata (2008).
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3.6. Panel cointegration test with multiple structural breaks

This test developed by Basher and Westerlund (2009) tests the existence of the cointegration 
relationship between the series I(1) which are non-stationary in levels in case of the cross- 
-sectional dependence and multiple structural breaks. The test allows for the breaks in the 
constant term and trend. The test statistic is:
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avarages:
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The test statistic shows the standard normal distribution. Hypotheses of the test are: 

 H0: cointegration;
 H1: no cointegration.

When the probability value of the calculated test is greater than 0.05, H0 is accepted and 
it is decided that there are cointegration relationship between the series. Cointegration test 
results were presented in Table 4.

Table  4
Panel cointegration test results

Test statistics
Probability 

value
Decision Break dates

When structural 
breaks are not 
considered 

0.386 0.010

There is no cointegration 
relationship between 
the balance of trade and 
foreign exchange rate in 
some countries. 

–

When structural 
breaks are 
considered 

2.326 0.350

There is a cointegration 
relationship between 
the balance of trade and 
foreign exchange rate in 
all the countries in the 
panel.

Bulgaria: 1990; 1997; 
2005
Hungary: 1992; 1998
Poland: 1990; 2000
Romania: 1989
Turkey: 1988; 1993; 
2000

Note: Probability values are obtained with 1000 replication by using bootstrap. As a model; structural breaks in 
constant and trend model was selected.

Whether structural breaks are considered or not highly affects the decision about the 
presence of cointegration relationship. Here it is decided that there is a cointegration 



„Ekonomista” 2013, nr 2
http://www.ekonomista.info.pl

Miscellanea 255

relationship between series in the panel when structural breaks and cross-sectional 
dependence are taken into consideration.

3.7. The estimation of long run cointegration coefficients

In this part of the study, after the cointegration relationship between the series has been 
determined, long run individual cointegration coefficients were estimated using CCE 
method which was developed by Pesaran (2006) and considering the cross-sectional 
dependence. In this analysis, structural break dates, obtained from the cointegration 
analysis, were been added to the analysis with dummy variables. CCE is an estimator that 
can generate results providing consistent and asymptotic normal distribution when the 
time dimension is both greater and smaller than the cross-section dimension and that can 
calculate the individual long run cointegration coefficients for all cross-sections (Pesaran, 
2006). However, the long run cointegration coefficient of the panel has been calculated with 
CCEMG method, developed by Pesaran (2006) under the assumption that the long run 
cointegration coefficients are homogeneous. CCEMG estimates the long run cointegration 
coefficient by taking the arithmetical avarage of the values of the cross-sections. The results 
of the estimations have been done and results were presented in Table 5.

Table  5
Long run cointegration coeffients 

Country EXR t statistics

Bulgaria 0.472 1.94**

Hungary 0.026 1.85**

Poland 0.008 0.30

Romania 0.033 1.06

Turkey 0.041 0.32

CCEMG 0.116 1.30*

Note: t statistics calculated by using standard errors of Newey-West; * and ** shows 10% and 5% significances level 
respectively.

As can be seen in Table 5, increases in foreign exchange rates in all countries positively 
affect the balance of trade. However, this effect is statistically significant only for Bulgaria, 
Hungary and whole panel. So the Marshall-Lerner condition works for these countries.

3.8. Estimation of short run coefficients

At this stage of the analysis, short-run error correction model coefficients have been 
estimated with CCE method for cross-sections and with CCEMG for panel. In this analysis 
one period lagged error correction terms (ECTt–1) series, and the differenced series were 
used. The results were presented in Table 6.

It can be seen that increases in foreign exchange rates in Hungary, Poland, Turkey 
and panel’s overall and affect the balance of trade negatively in short run and J-curve 
phenomenon is valid in these countries. Also in all countries except Bulgaria coefficient of 
error correction terms are negative and statistically significant as expected. In other words, 
short run deviations converge to long run balance level.
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Table  6
Short run coefficients 

Country DEXR t statistics ECTt–1 t statistics

Bulgaria 0.041 1.242 –0.127 –0.547

Hungary –0.035 –1.590** –0.066 –1.404**

Poland –0.177 –1.566** –0.361 –2.694***

Romania 0.001 0.011 –0.281 –2.464***

Turkey –0.316 –3.717*** –0.669 –4.104***

CCEMG –0.097 –1.492** –0.300 –2.857***

Note: t statistics calculated by using standard errors of Newey-West. *** and ** shows 1% and 5% significance level 
respectively.

4. Conclusion and evaluation

In this study, the relationship between the increases in foreign exchange rates and the 
balance of trade has been analyzed with panel data considering structural breaks and 
cross-sectional dependence by using 1980–2011 period data for the transition countries 
(Poland, Hungary, Bulgaria, Romania) and Turkey by testing for panel cointegration 
with multiple structural breaks.

The existence of cross-sectional dependence among the countries in the panel has been 
analyzed with CDLM1adj test and it has been determined that there is a cross-sectional 
dependence among these countries. It is thought that this dependence is due to the fact 
that most exports of these countries go to the European Union. Because there is cross-
sectional dependence among the countries, a foreign exchange rate or balance of trade 
shock happening in one of these countries will affect the other countries. Countries should 
also take into consideration the events in other related countries.

The stationarity of the series has been analyzed with Carrion-i-Silvestre et al. (2005) 
test, which considers the multi-structural breaks and cross-sectional dependence in series. 
It has been observed that series are not stationary in levels and they become stationary in 
their first differences. So the existence of the cointegration relationship among the series 
can be searched.

The homogeneity of cointegration coeffients has been analyzed with the slope 
homegeneity test which was firstly claimed by Swamy (1970) and developed by Pesaran and 
Yamagata (2008). It has been found that the cointegration coefficients are homogeneous; 
in other words, the comments for the panel’s overall are reliable.

The existence of the cointegration relationship between the series has been analyzed 
by panel cointegration with multiple structural breaks, the method developed by 
Westerlund (2009) considering the cross-sectional dependence and structural breaks in 
the cointegration equation. If structural breaks in series are not considered, there is no 
cointegration relationship, but there is cointegration relationship when structural breaks 
are considered.

The long run individual cointegration coefficients have been estimated with CCE 
method developed by Peseran (2006), which considers the cross-sectional dependence, and 
the long run panel’s overall cointegration coefficients have been estimated with CCEMG. 
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It has been observed that increases in foreign exchange rates affect trade balance of the 
countries positively. It has been also shown that the Marshall-Lerner condition works for 
Bulgaria, Hungary and whole panel.

The short run cointegration coefficients have also been estimated with CCE and 
CCEMG methods and it has been found that J-curve is valid in Hungary, Poland, Romania, 
Turkey and whole panel.

To sum up, increases in foreign exchange rates in these countries are improve their 
balance of trade. Therefore, foreign exchange rates will be a political instrument in tehese 
countries in order to ensure trade balance.

Received on 15 October 2012.
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